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Accelerating large-scale multiobjective optimizationMultiobjective Optimization

The mathematical formulation of a multiobjective optimization problem (MOP):
min
𝐱𝐱
𝑓𝑓𝑖𝑖(𝐱𝐱) 𝑖𝑖 = 1,2, … ,𝑀𝑀

𝑠𝑠. 𝑡𝑡. 𝐱𝐱 ∈ [𝐚𝐚,𝐛𝐛],
where 𝐱𝐱 = 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷 is the decision vector which consists a number of D decision variables, 𝑓𝑓𝑖𝑖(𝐱𝐱) are the 
optimization objectives, 𝐚𝐚 and 𝐛𝐛 are the box constraints.
• x is Pareto optimal iff no other solution Pareto dominates it. 
• Pareto set (PS): the set of all Pareto optimal solutions in the decision space. 
• Pareto front (PF): the image of the PS in the objective space.
• Regularity: under certain smoothness assumptions, the PS of a continuous MOP is a piecewise continuous manifold.

Decision Space Objective Space

𝑓𝑓1

𝑓𝑓2

PS
PF

A real-world example of the MOP.                                                  Illustration of some concepts in MOP.



Accelerating large-scale multiobjective optimizationGenerative Adversarial Networks (GANs)

GANs are generative models that produce a model distribution 𝑃𝑃�𝒙𝒙 (i.e., the distribution of the fake/generated data) that 
mimics a target distribution 𝑃𝑃𝒙𝒙(i.e., the distribution of the real/given data).

 Adversarial training: D seeks to distinguish the real and 
generated samples, while G aims to fool D.

Heatmaps of generated distributions in different stage of the training.

The general framework of GANs



Accelerating large-scale multiobjective optimizationModel based Evolutionary Algorithms (MBEAs)

MBEAs aims to equip the EAs with learning abilities, 
which can be roughly classified into three categories.

Cheng R, He C, Jin Y, et al. Model-based evolutionary algorithms: a short survey[J]. Complex & Intelligent Systems, 2018, 4(4): 283-292.

 Estimation of Distribution:
 Estimate the distribution of the promising candidate 

solutions by training and sampling models in the 
decision space.

 Inverse Modeling:
 sample points in the decision space and then build 

inverse models to map them back to the decision space.
 Surrogate Modeling:
 computationally efficient models are introduced for 

replacing the computationally expensive models.

Models can be used in EAs for different purposes
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Accelerating large-scale multiobjective optimizationMotivation

Machine learning models are useful but expensive to drive evolutionary algorithms: (1) Require enough data samples, (2) 
Handle problems with small scale of decision variables or objectives. Offspring generation is as important as selection.

 GANs are suitable for EAs:
 The PS of an MOP is naturally a regular 

distribution in the decision space;
 The samples can be divided into fake and real ones, 

which is somehow consistent with the good and 
bad candidate solutions in EA.

 GANs can used to sampling and distinguishing 
promising candidate solutions.

 GANs are able to learn high-dimensional 
distributions efficiently with limited training data.

 Previous work:
 Classification based MBEA
 Balance between convergence and diversity

Pan L, He C, Tian Y, et al. A classification-based surrogate-assisted evolutionary algorithm for expensive many-objective optimization[J]. IEEE Transactions on Evolutionary Computation, 2018, 23(1): 74-88.

Decision 
Space

Dx

 

my
1 2( , ,..., )mF f f f=

 

 

z

The idea of solution classification in CSEA
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 General framework
 Solution Classification

 Provide “true” and “fake” datasets
 Provide selection pressure

 Model Training
 Reuse the better solutions
 Modify the noise

 Offspring Generation
 Sample solutions from the GANs
 Hybrid crossover and sampling

 EA Framework
 SPEA2 for diversity maintenance

General framework of GMOEA

He C, Huang S, Cheng R, et al. Evolutionary Multiobjective Optimization Driven by Generative Adversarial Networks (GANs)[J]. IEEE Transactions on Cybernetics, 2020.



 Main idea
 Learn the distribution of the good solutions (“real” ones)
 Push away from the bad ones (“fake” ones)
 Prefer model with higher accuracy in 

distinguishing the fake samples
 Model Training

 Obtain information from the “real” ones
 Use multivariate normal distribution
 Train the discriminator 

 Train the generator

Model training in GMOEA

max ( ) [ ( ( ))] [ (1 ( ))] [ (1 ( ( )))]P P PD
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The general scheme of model training in the proposed method.

演示者
演示文稿备注
Note that  aim to enhance the convergence of GMOEA by pushing the target distribution away from the fake distribution. In other words, we prefer a model with higher accuracy in distinguishing the fake samples, such that there is a clear margin between the target distribution and the fake one.
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 Training loss trajectories
 More stable
 Better generation capability

 Offspring generation at different generations
 Better distributed
 Better converged

Effectiveness of the training method

The trajectories of generator and discriminator's training losses of the 
original and our modified GAN  during the evolution, respectively.

The offsprings generated by the original GANs and our modified GANs at different iterations of the evolution.

演示者
演示文稿备注
In this figure, the horizontal denotes the epoch number from the first generation to the last generation of the evolution, where each epoch is averaged over 20 independent runs. It can be observed that the training loss of each discriminator rises while the training loss of each generator drops; nevertheless, the generator in our modified GAN trends to have a lower and more stable training loss than that of the original GAN. It can be attributed to the fact that the generator in our modified GAN generates more realistic samples that the discriminator cannot distinguish, and thus the generator is powerful in generating promising samples. This is consistent with the design principle of offspring generators (i.e. generating promising candidate solutions) in EAs.



Experimental results on IMF problems with 30, 50, and 200 decision variables (FEs: {5000, 15000, 30000})

General performance
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General performance

 Fast convergence rate
 Well distributed



GMOEA* (the reproduction with pure genetic operators), GMOEA- (the reproduction with pure GAN 
operator), and GMOEA (the reproduction with the hybrid strategy).

 The pure GAN operator and the hybrid one perform significantly better than pure genetic operators on 
almost all the test instances.

 GMOEA outperforms GMOEA− on most test instances.

Ablation study

演示者
演示文稿备注
In my opinion, GANs should not be used alone as all machine learning models are sensitive to either data or parameter settings; meanwhile, the use of genetic operators will enhance the diversity maintenance for satisfying the independent identical distribution condition in some extend.
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 Conclusion
 GANs work for EA
 The hybrid of GANs and genetic operator is important

 Future Work
 Classification can be further improved
 Diversity maintenance should be enhanced
 Mode collapse in GANs should be addressed
 More effective and efficient GANs can be used
 Applications of GMOEA in solving image processing tasks or optimization problems

Conclusion and future work
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